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Surface-directed spinodal decomposition: Hydrodynamic effects

Hao Chen and Amitabha Chakrabarti
Department of Physics, Kansas State University, Manhattan, Kansas 66506
(Received 5 August 1996

We present results from a numerical study of surface-directed spinodal decomposition in a binary fluid
mixture, for critical and various off-critical concentrations. We explicitly add a long-range surface interaction
term to the bulk free-energy functional leading to preferential attraction of one of the components of the fluid
mixture to a solid surface. We also consider hydrodynamic interactions in these model calculations. Results of
the wetting layer thickness and the domain size as a function of time and the scaling behavior of the density
profile perpendicular to the surface are presented in the fluid inertia controlled regime.
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PACS numbdss): 36.20-r, 82.70--y, 87.15-v

I. INTRODUCTION For diffusive growth and unstable bulk system, the
growth of the wetting layer is similar to the bulk domain

Domain growth in a quenched binary fluid mixture is con- growth. Recent numerical simulatiof$2—15 and scaling
trolled by a variety of transport mechanisms due to the couanalysis[7] suggest that the thickness of the wetting layer
pling of the order parameter to hydrodynam[ds2]. It is  |(t) grows with time ag*®in the absence of hydrodynamic
well known that after an initial transient, the characteristiceffects. Actually, Lifshitz and Slyozoy3] in their classic
size of the domainsR(t) grows with a power lawR(t)  paper have already pointed this out in the context of crust
~t", wheren is the domain growth exponent. The value of sintering. Experimental studies of surface-directed spinodal
n depends on the mechanism controlling the growth of dodecomposition in various polymer blends have confirmed the
mains. If the fluid mixture is of critical concentration, do- t2 growth law for the wetting layef9—11]. In these poly-
main growth aearly timess governed by a diffusive mecha- mer blends hydrodynamic effects set in at a very late time
nism theoretically identified by Lifshitz and Slyozd8].  due to the high viscosity of the blend, and the diffusive
This mechanism leads to the following growth law: growth of the wetting layer is accessible over experimental

3 time scales. Moreover, these experiments have also con-
R(t)~1™ D firmed the dynamical scaling behavior for the density profile
erpendicular to the wetting surface, first suggested by
rown and Chakrabarfil3] in a numerical study.

One expects that the inclusion of hydrodynamics would
accelerate the growth of the wetting layer in a critical fluid
mixture similar to its effects on bulk domain growth. A re-
cent scaling analysis by Markiy] has suggested that the
) growth of the wetting layer is characterized by the same

growth exponent as the bulk domains. Some experiments
R(t)~t?3 (fluid inertia controlled. &) [17] however, have shown the presence of.a “fast mode”
parallel to the surface. A theoretical explanation for the pres-

This dynamical behavior of phase separating fluids in theénce of this fast mode has been providéd] in terms of
bulk is strongly affected by the presence of a wetting surfaceanisotropically growing domains near the surface. But a de-
The presence of a surface breaks the rotational and transiifiled understanding of how hydrodynamics affect wetting
tional symmetry present in the isotropic bulk systems andayer growth is still lacking. This motivates us to perform a
affects domain formation. Due to the preferential attractionnumerical study in a realistic model system. As a first step
of one of the componentsay the componenk of a generic toward_ this goal, we con5|der_a two-dimensional s_ystem, an_d
A—B mixture) to the surface, a wetting layer is formed on Numerically study the dynamics of phase separation of a bi-
the attractive surface and the thickness of this wetting layef@ry fluid mixture of either critical or off-critical concentra-

At late times, hydrodynamic effects become important an
the growth exponent changes from the Lifshitz-Slyozov
value ofn=3. Depending on whether viscous forces or in-
ertial effects of the critical fluid mixture dominate, the
growth law can take one of the following formi4—6:

R(t)~t (viscosity controlled,

I(t) grows with timet with a power law{7]; tion, in the presence of a preferentially attractive surface.
Although the two-dimensional results may not be applicable
[(t)~t. (4)  for a detailed understanding of experimental results of wet-

ting layer growth, we expect that such a simulation would
The corresponding density profile for the growing layerprovide some insight into the role played by hydrodynamics
shows a damped oscillatory form as a function of the dis-on the wetting layer growth for various concentrations of the
tance perpendicular to the surface. This so-called “surfacdluid mixture. It is important to note that for two-dimensional
directed” spinodal decomposition has been observed in varieritical fluid mixtures, the growth laws in the presence of
ous experiments8—11] and in numerical simulatior]¥,12—  hydrodynamics are different from the three-dimensional ones
16]. listed in Egs.(2) and(3), and are given by5,6,19-22
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R(t)~tY2 (viscosity controlled, (5) where ¢ is the order parametef [=(u,v) in two dimen-
siong is the fluid velocity g is the coupling strength between
R(t)~t?® (fluid inertia controlled. (6)  the order-parameter and the hydrodynamic interactigris,

the shear viscosity of the fluid, and is the rescaled local
These theoretical results have recently been confirmed iBhemical potential u= 6F ./ 5¢+V(y)], which has the
large-scale two-dimensional simulatiori21]. Moreover,  following form [13]:
simulations[22] also point out that for an off-critical fluid-
mixture (75%-25% composition in two dimensions the oF 3 w2
growth-exponent is given bgi~0.46. =56~ ¢+ ¢"= VP V(y). (10

In our simulations, we start from a Ginzburg-Landau ex-

pression for the free-energy functional of the bulk fluid mix- Equation(9) is the requirement of local incompressibility of
ture and explicitly add a long-range surface interaction ternthe fluid that was neglected in some previous simulations of
to mimic the van der Waals interactions that lead to the prefbulk fluid system 20-23.
erential attraction of one of the components of the mixtures We consider aL, XL, lattice with L,=L,=128. The
to the free surface. The inclusion of hydrodynamics is modpreferentially attracting surface is locatedyat 0. The spe-
eled by introducing a coupling of the order parameter to &ific form considered for the interaction potential is
velocity field in the similar fashion as in the “model H” of

Hohenberg and Halperifi1,24]. Domain growth in a bulk __ ¢

system characterized by this model H has been studied re- Viy)= yP*l (y>0), (1D
cently in both two and three dimensions. However, most of

the previous simulations in model H are performeddom- V(y)=—0c (y=0), (12

pressiblebulk fluid mixture [20—23 that simplifies the nu-

merical calculation greatly. In contrast, we have strictlywhere we have considered=0.4 andp=1 and 2 in our
implemented the incompressibility condition in our simula- Simulations[13,15. The boundary conditions in this study
tions by introducing a streaming function and a vorticity correspond to periodic boundary conditions in xhgirection
function [25—27. For our choice of the parameters of the and rigid-wall boundary conditions for the surfaces located
model, domain growth at late times is controlled by fluid aty=0 andy=127. These imply that

inertia. We provide the details of the model and the numeri-

cal calculations in Sec. II. In Sec. Il we present our results I _ ﬁzo (13
for the morphology, growth exponent, and dynamical scaling ay oy

behavior of the growing wetting layer for critical and several

off-critical compositions of the fluid mixture. Finally, in Sec. =0 (14
IV, we conclude the paper with a brief summary and discus-

sion of the results. aty=0 andy=127. Equatior(13) is the requirement that no

flux is allowed to go through the surfaces. Equati@#) is
the no-slip boundary condition.
In two dimensions, one introduces the vorticiyand the
We start with a coarse-grained description of the orderingtreaming function/ according to the following definitions
process in binary fluids. The main ingredient in this model is[26]:
a conserved order parameter representing the local concen-

Il. MODEL AND NUMERICAL PROCEDURE

tration difference coupled to one current. Renormalization- _du v (15)
group argument$6] suggest that such a moddl-formula- 9y ox’

tion, originally proposed for studying critical dynamics of a

binary liquid mixture, should also be applicable for studying P Py

kinetics of domain growth in a quenched binary liquid. Re- u= W VT T o (16)

cently, the applicability of this so-called moddl [1] in the

context of phase separation in binary fluid mixture has beerhe basic equations then can be rewritten in the following
discussed in detail by Jasnow and Ving24]. The presence numerically convenient formg26—28:
of an interacting surface is included in the model by adding

a long-range surface-interaction poten¥dly) ¢ to the stan- ¢ d(éu) d(év)
dard Ginzburg-Landau free-energy functiofg),, used for 5t +t9 IX + ay
the bulk free-energy. After a suitable rescaling of the order
parameter, velocity, time, and space, the basic equations de- RE PP¢ A I Ib Iu
scribing the dynamical evolution after quench can be written =2t oz 9(5 EVEEY] 5) , 17
as[1,20,24,2% y y ody
S B, > V2y=¢, 18
dw+g(v-V)o=nV0+guVe, (7 =€ .
- ¢ d(pu) agv)| (Pu  Pu
hp=—90-Vo+Vpu, (8 Tt Y T Ty Tl e T (19

€-J=0, (9)  The no-slip boundary conditiofEq. (14)] then implies
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or 0.02, and mesh sizesx=Ay=1. We do not consider the
effects of thermal noise terms in the evolution equations.
This approximation is reasonable for deep quenches as there

Under these boundary conditions, both the order parametd$ Some evidence that the noise term does not play an impor-

and VOI‘tICIW remain as conserved quantltles

In the finite difference approximation of the partial differ-

ential equation$17), (18), and(19), the following definitions
are employed:

X;=jAX, y=KAy, t,=nAt, (21

Qn=Qn(j,K)=Qn(X},Yictn), (22)

V,Qn=[Qn(j + 1K) —Qn(j,k) J/AX, (23
V2Qn=[Qn(j + 1K) +Qn(j — 1K) —2Qn(j,k) 1/(AX)?,

(24)

L,Qn=[V5Qn=9Vx(UQn)n], (25)

£,Qx=[V;Qn—9V,(vQu)n]. (26)

The operatory/,, and V§ are defined in a similar way.
We use an alternating direction implicit methi@&¥,29 to
solve the parabolic equatiqi7), which can be written as

=Lt LT, @7)
where
dd du dp du
¢=g a_xW_Wa_x> (28)

We write the above equation implicitly into two half steps,

§n+ 1/2__ g |
AI/Z L _£X§Jn+l/2+ LygjnJ + (pni (29)

§n+1 gﬂﬂ‘ 1/2
At/2 X§n+ l/2+ Ey§n+l (30)

tant role in the late stages of domain groy@j. We write
(@)= ¢po=2xy— 1, where the angular bracket denotes spatial
average, and consider various valuexgf the volume frac-
tion of the component preferentially attracted to the surface.
We also maintaif¢)=0 throughout the course of the simu-
lations. Since we have not incorporated thermal noise in the
simulation, some amount of randomness is needed in the
initial distribution of the order parameter in order to allow
for growth of the initial random nuclei. The initial values of
¢ are chosen randomly betweeghd—0.1) and @y+0.1),
and the initial values of in the inner lattice points are cho-
sen randomly betweern-0.1 and 0.1. At later times, the
small inhomogeneities in the order parameter evolve into
macroscopic domains of one or the other phase. The effect of
hydrodynamics can be “turned off(with a coupling con-
stantg=0) or “on” ( g=1) conveniently in the simulations.
For the diffusive caseg=0) we only need to solve E¢L9).
For g=1, we need to solve the coupled equations. Given
initial ¢ and inner¢, Eq. (18) is used to get the correspond-
ing ¢ field and then also used to figure out the vorticity
values at the surfaces. The components of the velocity field,
u andv are then calculated fromt and the results are used to
advanceg and inneré to the new time.

We compute the density profile as a function of distance
from the wetting surface. This is defined as

Zw

n(y,t)= (i,y),1). (33

The wetting layer thickness is obtained from the density pro-
file as the smallest value that satisfies

n(l(t),)= .

The bulk domain sizes are obtained by computing the pair-
correlation functiorg, andg, along and perpendicular to the
surface. The pair-correlation functiog,, for example, is
defined as

(34)

These equations can be solved by a standard tridiagonal

matrix-solving algorithm. Givert", we solve Eq.(29) for
12 substituteg™* Y2 into Eq. (30), and then solve" 2.

The elliptic equation18) is solved by using the successive

over relaxation method with a Chebychev accelerafizfi

g

it =it e =, (31)

where

Gumdirny Tyt d et a4 - (32

1
9= 2, 9y (y.0), (35
whereg, is defined as
y, (¥, = 2 B(F=(i,y),Dp(=(i,j+y),t)~ ¢o>

(36)

A similar expression can be written for the pair-correlation
function g, . The locations of the first zeros of these func-

We adopt an odd-even ordering in processing the latticgions are taken as measures of average domain Bigg$

points:

we carry out one-half sweep updating the oddandR(t) along thex andy directions, respectively.

points, and then another half-sweep updating the even points

with the new odd valuesw in Eq. (31) is the relaxation
parameter that is changed at each half-sw@&h

Equation (19) is solved straightforwardly by the Euler

method. In our simulations, we use a time stepAof0.01

Ill. RESULTS

As mentioned earlier, we have considered both critical
and off-critical fluid mixtures in our simulations. For the
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FIG. 1. “Snapshots” of order parameter for a typical run for
g=0 (diffusion only casgwith x,=0.5. The preferentially attrac-
tive surface is located at the bottom. Note that fxevetting layer
and the A-depletion layer next to it are present throughout the
course of the simulation.

FIG. 2. “Snapshots” of order parameter for a typical run in the
presence of hydrodynamicg€ 1) with x,=0.5. Note that the bulk
domains now grow faster than in Fig. 1. At early timé@syetting
layer and -depletion layers are present, but at late time< §0),
the A phase in the bulk connects itself to the wetting layer by

rupturing theA-depletion layer.
critical mixture xo=0.5, while for off-critical mixtures, we

have chosen,=0.3, 0.7, and 0.8. Hydrodynamic effects can domain size increases with time. Note the presence of an
be neglected or included in the simulation by simply choos-alternating A-rich and B-rich layer (or equivalently an
ing the coupling parameter to =0 or 1. The exponent A-depletion layer near the surface throughout the course of
p in the long-ranged surface interaction teffq. (11)] is  the simulation. This surface-directed structure formation was
chosen to bep=1 and p=2 [13,15. Most of the results first theoretically formulated by Ball and Essefr¥2] and
presented here are fpr=1; for p=2 the results are similar was observed in various simulatiof§13—14 and in experi-
to thep=1 case, for the deep quenches considered here. Fonental[8—11] studies. The corresponding density profile for
the rescaled moddlEgs. (7)—(9)] considered here witly  the A component shows a damped oscillatory form as a func-
=1 and =1, scaling arguments suggest that the late-timdion of distance from the surface. This has also been ob-
behavior of the two-dimensional system in the absence o$erved and characterized in detail in many previous studies.
any surface interactions, should be controlled by fluid inertia In the presence of hydrodynamic interactions, the bulk
[13,21,23. Thus, one would expect that thmilk domain- domains can be clearly seen to grow faster than the purely
growth exponent should be~ 2 at late times for a critical diffusive case when one compares Fig. 1 with Fig(f@
guench. example, at=200). At early times {<100), there is a well-
defined wetting layer and a depletion layer near the surface,
as in the case of purely diffusive growth. Over this time
regime, the wetting layer thickens diffusively. Subsequently,
Figures 1 and 2 show typical “snapshots” of the system,hydrodynamics affect domain formation in the following
i.e., the order parameter distribution, at various times. Figurgvay. At around~ 150, theA phase in the bulk flows toward
1 shows “snapshots” of the diffusive casg0), and Fig. the surface andbreaksthe A-depletion layer. The wetting-
2 shows the corresponding domain morphology in the prestayer andA phase in the bulk thus get connected at this stage.
ence of hydrodynamicgyE1). The preferentially attracting As we discuss shortly, this manifests into a larger exponent
surface is located at the bottom=0), and the wetting layer for the wetting layer growth with time. The perforation of the
develops near this surface. The wetting phésemponent A-depletion layer takes place only in the presence of hydro-
A in our notation is denoted by black and the other phase isdynamic interactions. Such a rupture of the depletion layer
left blank. Let us first describe the domain formation in thehas indeed been observed in experiments with thin polymer
diffusive case(Fig. 1). We find that theA-rich wetting layer  films [30,31], and suggestefB0] as the mechanism behind
forms very quickly on the surface, which is followed by a the transient surface roughening of these thin fi[33).
B-rich layer. This alternating layer formation takes place Before we carry out a more quantitative analysis for the
only near the surface, and a more familiar interconnectedvetting layer growth in the presence of hydrodynamics, let
morphology of the domains is seen as one further proceedss first discuss the behavior of bulk domains in the presence
into the bulk. The wetting layer thickness as well as the bulkof hydrodynamics. In Fig. 3 we show a log-log plot of the

A. Critical fluid mixture
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FIG. 3. Characteristic bulk domain sigt) for critical quench FIG. 4. Wetting layer thickness for critical quentft) plotted

plotted vs timet in a log-log scale for both diffusiveg=0) and vstimet in a log-log scale fog=1 andg=0. Forg=0, the growth
hydrodynamic casegg& 1), both in the absencer0) and pres-  exponent for the wetting layed~ 0.3 throughout the course of the
ence =0.4) of surface interactions. For diffusive cases thesimulation. Fog=1, 8 has a diffusive value of0.3 at early times,
growth exponent is given by~0.3, and for hydrodynamic cases but at late times it becomes comparable with that of the bulk do-
n~0.6. A line of slope is shown as a guide to the eye. main growth exponentf~0.6). A line of slope is shown as a
guide to the eye.
average domain sizR(t) vs timet both in the presencey(
=1) and absence of hydrodynamicg=0). For bothg
=1 andg=0, we study two cases, each having the presenc
of a symmetry-breaking surface, but in one case the surfa
interaction is turned off §=0). Foro=0, we find that the
average domain size ix andy directions fall basically on
top of each other. In this case, we comp&g) by taking
averages OR,(1) andRy(1). In t_he presence of the surface parameter values chosen here. Why the effect of hydrody-
interaction ¢=0.4), bulk domain sizes are computed over a

) . ) namics sets in at a later time on the wetting layer growth,
subregion of the whole system with the sammebut starting  han on domains growing in the bulk? This is due to the

e . . %resence of the solid wetting wall where the fluid velocity is
y dlrgct!on. Even then, we f!nd that. the calculation of 74 5t 41 times. At earlier times, the fluid velocity near the
Ry(t) is influenced by the growing wetting layeR,(t) was | js smaller than in the bulk and the wetting layer remains
unaﬁgcteql, hpwever, and is used as a measure .Of the bun%in. Subsequently, at aroune 150, the wetting component
domain size in the presence.of §urfacg interactipRl) in the bulk flows through the depletion layer and connects to
[R(t)E.Ry(.t)]' As can be seen in F'g' 3 this measure of bulk e wetting layer at the surface. The growth exponent begins
domain size fall on top of the one in the absence of surfacg, jcrease at this stage from the diffusive value of about 0.3
Interactions, both in the.pre_sence and absence of hydrodyj, crosses over to the hydrodynamic exponent. Eventually,
namics. Results shown in Fig. 3 are averaged over 30. "UNRhent>500,n becomes comparable to the growth exponent
for g=1, 0=0.4; 14 runs fog=1, 0=0.0; and 10 runs in ¢y ik domains. We should point out that Mafi@ has
each case of purely diffusive growtly£-0). Wheng=0, oniactured this late onset of hydrodynamics for wetting
the value of the bulk domain growth exponent is found to_bqayer growth, and the flow of the wetting component to the
n~0.3 for botho=0 and 0.4. As expected, bulk domain 5| a5 the mechanism behind the faster growth of the wet-
growth is accelerated in the presence of hydrodynamics fofing jayer under the influence of hydrodynamics. The perfo-
(t=50), and the growth exponent is now given B%0.6  (aiion of the depletion layer and the connection of the wet-
for both =0, and 0.4. This valuez af is roughly consistent  tjng |ayer to the bulk fluids have also been observed in recent
with theoretical prediction oh=5 for a two-dimensional experiment$30].

fluid mixture in the inertial regime. The value ofis also The shape of the density profile functior(y,t) for g
similar to those found in previous simulations where the au— 1 ¢ early times, is similar to that observed in Rdf] in
thors did not enforce the incompressibility conditi@—-22  he ahsence of hydrodynamics. The density profile shows
on the fluid V-v=0). damped oscillations as one moves away from the surface
We now turn to analyzing growth of the wetting layer. along they direction, with the oscillations dying out as the
Figure 4 shows a log-log plot of the wetting layer thicknessbulk system is approached. As time passes after the quench,
[(t) vs timet for g=1 along with the corresponding layer the characteristic wavelength of the oscillations becomes
thickness in the absence of hydrodynamics. At early timedarger, indicating the growth of the underlying wetting layer.
(t<150), the thickness of the wetting layer fgr=1 falls  We test the dynamical scaling hypothesis for the density pro-
right on top of the one computed for the purely diffusive file by plotting n(y,t) vs y/I(t) in Figs. 5a) and 5b), for
case. The exponent for the wetting layer growth over thisarly and late times, respectively. We can see from these
early time regime is found to beé~0.3, exactly the same as figures that scaling for the density profile is reasonably sat-
the one forg=0 case. At late times, the exponent for theisfied in each case, but the shape of the scaling function at

wetting layer growth in the presence of hydrodynamiés (
~0.6) is roughly consistent with the inertia-dominataak
rowth exponent.

It is clear from Fig. 4 that hydrodynamics does not influ-
ence wetting layer growth before<150. Comparing with
Fig. 3 we observe that the bulk domain growth is influenced
by hydrodynamics at somewhat earlier timés-p0) for the
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> 0
= Y
S ol % =400 =600
050 b FIG. 6. “Snapshots” of order parameter for a typical run with
g=1 andxy,=0.7. The minority phase forms droplets in the bulk,
oo o | | ‘ , but forms a flat layer at early times, right above the wetting layer.
000 2,00 400 6.00 8.00 10.00 At late times, the wetting phase in the bulk flows to the surface and
(b) y/1(0) breaks this layer.

FIG. 5. (a) Test of dynamical scaling for the density profile of the A-wetting layer gets connected to the bulk majority
the Wetting |ayer for critical quench Wltg: 1. Sca”ng holds rea- phase. S|m|lar to the Cl’itical miXture, th|S iS When the grOWth
sonably well for distance near the surface, and at these early imegXponent for the wetting layer starts increasing from the dif-
the scaling function is similar to the purely diffusive cd48]. ()  fusive value of; and crosses over to a value $f(Fig. 7).
Same aga) at late times. Again scaling holds reasonably well for The density profile foxg=0.7 shows a similar behavior to
distance near the surface, but the scaled profile is shallower thahe critical mixture case: good scaling for the density pro-
that for early times. files is found once the purely diffusive regime and the hy-
drodynamic regime are separated out as in Figa) &nd
ﬁ(b). Again, the scaling function at late times does show a
shallower minimum due to the invasion of the majority phase
ﬁgrough the depletion layer and the corresponding rupture of
it.

late times is different from the corresponding one at earlie
times. One can clearly observe in Figbbthat the density
profile becomes shallower in the late stages because of t
invasion of the A component in the bulk into the o . .
A-depletion layer. Our results suggest that although there are The situation Is SOF“GW“?“ different fap=0.8. qu this .
two distinct mechanisms for wetting layer growth—diffusive volume fraction the mixture is almost on the mean-field spin-
and hydrodynamic—the wetting layer thickndgs) is the
dominant length scale near the wetting surface throughout

3.00 T

the growth of the layer. o Slope23
250 S -
X =0.7 .. //
B. Off-critical fluid mixtures 0 S
~— 200 o /v -
1. Majority component wets the substrate = . AM
— [ S
In this case, we have studied two different concentrations SHENS " 2 st B
for the wetting component: x,=0.7 andx,=0.8. Figure 6 o 000" o g=1
shows “snapshots” for a typical run fotg=0.7 andg=1. It Lo " ag=0| ]
is interesting to note that at early times, the minority phase
1 i i 1 1
forms a layer next to the wetting layer formed by the major- O e

ity component, although the morphology of the bulk minor-
ity phase is quite different. This feature of surface-induced
phase separation has been observed in previous simulations rig. 7. wetting layer thicknest) plotted vs timet in a log-
for the purely diffusive casg33]. The flat layer of the mi- log scale forx,=0.7. Forg=0, the growth exponent for the wet-
nority phase remains intact in the purely diffusive case alting layer #~0.3 throughout the course of the simulation. For
most indefinitely. However, in the presence of hydrodynamicy=1, ¢ has a diffusive value 0&~0.3 at early times. But at late
interactions, thisA-depletion layer breaks into droplets and times 6~0.6. A line of slopeZ is shown as a guide to the eye.

Int
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FIG. 9. Wetting-layer thicknesqt) plotted vs timet in a log-
log scale forxy=0.8. Forg=0, the growth exponent for the wet-
ting layer is approximately 0.3 at early times, but crosses over to a
slower exponent of 0.16 at late times, possibly due to the “screen-
ing” effect of the minority droplets nucleating above the wetting
layer at the wal[33]. Forg=1, 6 is approximately equal to 0.3 at
all times.

lar domains rich in the minority component. For this compo-

FIG. 8. “Snapshots” of order parameter for a typical run for sition, the quench takes place in the unstable part of the
g=1 andx,=0.8. Note that the minority phase forms droplets only phase diagram and the bulk minority domains nucleate and

near the wetting surface.

odal line and in the absence of thermal fluctuatitassin our

grow spontaneously. Although the bulk pattern for the mi-
nority phase is circular droplets, note that the pattern is
aligned with the interacting wall. The different pattern cre-

case nucleation of minority domains takes place solely fromated near the wall is a result of mass transport caused by the
the fluctuations in the initial value of the order parameter. Ifcreation of the wetting layer at early times. We show the
the spread in the initial values of the order parameter is nogrowth of the wetting layer in Fig. 11 in a log-log plot. For
large, bulk minority domains may nucleate after a long wait-Xo=0.3, since the wetting component in the bulk never flows
ing period. However, near the wetting surface, the majorityto the surface, the thickening of the wetting layer is con-
phase is sucked into the surface quickly, and locally the bartrolled by the diffusive mechanism. Thus the growth expo-
riers to form minority droplets are reduced. Thus, minority Nent for the wetting layer is comparable to that of the same
droplets first form near the surface right above the majorityMixture with g=0 [34].

wetting layer, before any such droplets start appearing in the

bulk. This is clearly demonstrated in Fig. 8 at the early time

snapshots for the order parameter.

In the absence of hydrodynamics, wetting-layer growth
for xo=0.8 has been studied by Brown, Chakrabarti, and
Marko[33]. They have found that the wetting layer thickness
initially grows ast'®, but once minority droplets nucleate
and start growingl(t) roughly follows aslowerpower law,
t6 possibly due to thescreeningeffect of the droplet
layer. This is shown in Fig. 9 fay=0. On the contrary, this
slowdown of wetting-layer growth is not observed in Fig. 9
in the presence of hydrodynamic interactiogs=(1). In this
case, although thA phase in the bulk and wetting layer are
well connected, flow of the majority component through the
minority droplets is difficult. As a result, we see a diffusion-
dominated growth behavior for the wetting layerd~0.33
throughout the course of the simulation.

2. Minority component wets the substrate

Snapshots for the evolution of the system %gre=0.3 are
shown in Fig. 10 forg=1. Next to the interacting wall we
find a wetting layer composed of the minority phase, and
another layer rich in the majority component immediately

FIG. 10. “Snapshots” of order parameter for a typical run for
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following the wetting layer. Farther from the wall are circu- g=1 andx,=0.3.
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300 : function works reasonably well near the wetting surface,
suggesting that the wetting layer thickness is the dominant

250 |- | length scale near the surface.
x.=03 W% For off-critical concentrations, the hydrodynamic effect
o=Y-

o0 L on the growth of the wetting layer is found to depend on the
concentration of the wetting component. When the wetting
s L n | component is the majority phase, flow of thAecomponent
) o8 o g=I from the bulk to the wall is possible rupturing the
A-depletion layer next to the wetting layer. This, again, leads
A 6g=0 1 1 to a larger growth exponent for the wetting layer. However,
R when the wetting component is a minority component of the
050 e e mixture, such a flow of the wetting component from the bulk
Int to the wall is not seen in the simulations. For this reason, the
wetting-layer growth exponent is similar to the diffusive case
FIG. 11. Wetting-layer thickneskt) plotted vs timet in a  for such an off-critical composition.
log-log scale forx,=0.3. Forg=0, the growth exponent for the Results from this two-dimensional simulation may not be
wetting layer is approximately 0.3 at all times. Fpr 1, 6 has the direCtIy applicable for a detailed Understanding of experi-
same value here as in the purely diffusive case. mental results of wetting-layer grovvth. However, this simu-
lation has provided some insight into the role played by hy-
drodynamics on the wetting-layer growth for various
concentrations of the fluid mixture. For example, our results
We have numerically studied effects of hydrodynamic in-for the critical composition support a recent scaling analysis
teractions on wetting layer growth in a binary fluid mixture By Marko, who has suggested that the growth of the wetting
undergoing spinodal decomposition. Our model calculationd®Yer is characterized by the same growth exponent as the
are carried out for two-dimensional incompressible binaryPUlk domains. This simulation also confirms Marko’s con-
fluid mixtures of either critical or off-critical concentrations, Jecture that the effect of hydrodynamics on wetting-layer
in the presence of a preferentially attractive surface. We hav@rowth will take place at a later time than its effect on bulk
computed the bulk domain size, the wetting layer thicknessdomains due to the no-slip boundary condition on the fluid
and the density profile function. For critical concentration,Velocity at the wall. More importantly, our simulations pro-
we have found that the growth of bulk domain size is char-vide strong evidence thgt the flow of the wetting component
acterized by an exponent=0.6, which is roughly consistent 0 the wall under the influence of hydrodynamics is the
with the scaling result in two dimensions when inertial ef-Mechanism behind the faster growth of the wetting layer.
fects of the fluid mixture dominate. The wetting lay@or The_rupture of the deplet|0n_ layer and the connection of the
the preferentially attracted component grows diffusively wetting Iayer_ to the bulk fluids have also been observed in
at early times with an exponeiit=0.3. In this time regime, €CeNnt experiments.
the structure of the phase-separated fluid near the wall con-
sists of an alternatingh-rich and B-rich layer (or equiva-
lently an A-depletion layer. A larger growth exponent for Acknowledgment is made to the Donors of the Petroleum
the wetting layer, comparable with the bulk domain growthResearch Fund, administered by the American Chemical So-
exponent, is found at late times. This crossover from diffu-ciety for partial support of this work. This work has also
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